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Overview
- Humans can successfully interpret images and recognize 

objects even under significant image transformations
- Such significantly transformed images could aid in 

differentiating computational architectures for perception
- We study two classes of degraded stimuli – Mooney faces 

and silhouettes of faces – as well as typical faces

- We find that our top-down inverse rendering model better 
matches human percepts than either an invariance-based 
account implemented in a deep neural network (VGG-face), 
or a neural network trained to perform approximate inverse 
rendering in a feedforward circuit (EIG).

Top-Down Inverse Rendering Model

Here we show reconstructions of the target image for both 
our two computational models. IlluminationOnly uses the 
standard 3D Morphable Model approach and explains 
Mooney images  via Illumination. TransformLayer actively 
renders a Mooney reconstruction as postprocessing.

Experiments

      

        

                    

      

        

     

   

Results

                 

       
  

    

    

   

           

         
  

    

    

   

           

               
  

    

    

   

     

                
  

    

    

   

        

       

    

    

    

   

           

            

    

    

    

   

           

            

    

    

    

   

     

                   

    

    

    

   

        

                                           

                                              

                                                 

                                                  

                   

  
 
 
 
  

  
 
 
 
 
 

  
  

 
  

 
  
 
 
 
 
  

 
  

 
 
 
  
 
 
 

                   

 
 
 

 
 
 

Performance for all our computational models on all combinations of 
RGB, Mooney and Silhouette. For the inverse rendering based models we 
show separate performance based on shape and albedo latents, as well 
as combined shape-and-albedo latents. Chance success rate is 0.125.

Model accuracies (normalized and 
approximately matched to human 
performance levels via softmax) 
and per-trial correlations with 
human error rates (95% bootstrap 
Cis in parentheses). Across 
experiments, only Inverse 
Rendering models that target 
shape(S) correlate with human 
percepts reliably above chance.

                                    

(IR-Illum.) (IR-Trans.)

Example of a 8-AFC trial shown 
to participants. The RGB image 
is the probe and the Mooney 
images are the gallery.
We recruited 60 participants 
for each of Exps. 1 and 2, via 
Amazon Mechanical Turk, for a 
total of 120 participants

Full set of synthetic 
images per identity. 
We vary yaw-rotation 
and illumination 
across the different 
settings.
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Our inverse rendering methods are based on a generative 
statistical model of human faces, namely the 3D Morphable 
Model [5]. In our experiments we estimate shape, albedo and 
illumination parameters using an MCMC inference strategy.


